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The Success of DBMS

* One of the most important and popular
systems for data management
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* Many reasons:
— Logical data model; declarative queries/updates
— Multi-user concurrent access
— Safety from system failures
— Performance, performance, performance



Attacks and Concerns

Got a table to myself this time. Feel free
to stop by and sit in it. (@ Starbucks)
http://4sq.com/2vileL.

A Face Is Exposed for AOL Searcher No. 4417749

By MICHAEL BARBARO and TOM ZELLER Jr.
Published: August 9, 2006 =
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L Coronavirus contact tracing poses
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Let’s tight it back, but ...

* Experts in security and privacy
(5&DP) are needed

— Specialized solutions are not
transferable

* Contflict goals

— Pay a utility/performance cost
— You don’t get the best deal

* S&P is easily breakable

— Data storage, query processing,
output releasing
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MODULE 1
DEFINING S&P REQUIREMENTS



Provable S&P Requirements

“...do not end the age-old battle between attacker and

defender, but it does provide a framework that helps
shift the odds in the defender’s favor. “ - K & Y.L

Formal Precise
definitions assumptions
MOdUIaFIFY & Proofs of S&P
compositions

S&P not via obscurity

(Kerckhotfs” principle)




Defining S&P for DBMS

What to
protect?

Where to
integrate?

Who are a
attackers?

How to
optimize?

Data Owner Result Untrusted
& Client Cloud

Untrusted Result Owner Untrusted
Client client

(Snololfew 1o 1SeUOY-IWes) SJeUMO Ble(

Client-server Cloud service provider

Data federation



Trust Assumptions

* Malicious party
— May lie about following protocol

— Intend to gain unauthorized access/update to
private information

* Semi-honest party
— Follow the protocol faithfully
— But try to learn everything they can



Existing Techniques for S&P

Privacy Client-server Data federation Cloud service provider
guarantees

Input Data  Differential privacy N/A

Query N/A Local DP, Secure multi-party computation,

Evaluation TEE

Queries N/A Private function Private information
evaluation retrieval

* Semi-honest party
— Follow the protocol faithfully
— But try to learn everything they can
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Setting #1: Client-Server

—

Data
Untrusted Result Owner
Client

12
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Client-Server Setting

* Trusted data broker (on behalf of data owners):

— Have the true and plaintext data stored/processed on
a central server according to a valid computation

* Untrusted client (e.g. data analyst)

— Infer sensitive information about individuals from the
released output by the data broker/ data owner

‘ 'M’ SELECT... R Honest query >
< broker
“Private”

Query answer
Client Query answer
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Conventional Privatization Method

De-identified records Statistics Predictive models
(e.g., medical) (e.g., demographic) (e.g., advertising)

,,,,,,

Ko
......
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What could possibly go wrong?

A Face Is Exposed for AOL Searcher No. 4417749 ey et o Comme,
Sl st

By MICHAEL BARBARO and TOM ZELLER Jr
Published: August 9,.2006 KA e

Wherefore Art Thou R3579X? Anonymized Social
Networks, Hidden Patterns, and Structural Steganography

Membership Inference Attacks Against
Uniteq g Machine Learning Models
Cens &tes Reza Shokri Marco Stronati* Congzheng Song Vitaly Shmatikov
Cormell

\ Bu s Comell Tech INRIA ‘ornel Comell Tech

Membership Inference Attack on Graph Neural Networks
Lars Backstrom Cynthia Dwork Jon Kleinberg [AerVZ 1 ]
Dept. of Computer Science Microsoft Research Dept. of Computer Science ’ - .
Cornell University, lthaca NY dwork@microsoft.com Cornell University, lthaca NY Iyiola E. Olatunji Wolfgang Nejdl Megha Khosla
lars@cs.cornell.edu kleinber@cs.cornell.edu L3S Research Center, L3S Research Center, L3S Research Center,
Hannover, Germany. Hannover, Germany. Hannover, Germany.
iyiola@I3s.de nejdl@13s.de khosla@]13s.de

It

Percent of Children Under
Age 18 Without Health
Insurance Coverage: 2000

aw of Info Reconstruction [DN03]

“overly accurate” estimates of “too many” statistics is blatantly non-private.



Techniques for S&P

Privacy Client-server Data federation Cloud service provider
Guarantees

Input Data  Differential privacy N/A

Query N/A Local DP, Secure multi-party computation,

Evaluation TEE

Queries N/A Private function Private information
evaluation retrieval

Aggregate V

propertles

;.'m

Individual
properties

Individuals Sensitive DB
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Ditterential Privacy muw

* Goal: Protect the privacy of individuals in the
database while releasing the output of a valid
computation to untrusted client

United States“‘® uber-archive/sql-
| Us differential-privacy Uber

[Johnson et al, VLDB 2018]

* A provable privacy guarantee
 Trade-offs: accuracy and privacy
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Setting #2: Data Federation

Data owners (semi-honest or malicious)

Untrusted
client



Conventional Data Federation

”m iii SELECT... ones

Client

19



Conventional Data Federation

20



What could possibly go wrong?

21



Conventional Data Fed2mwaomData Federation

SELECT COUNT (DISTINCT patient id)
FROM diagnosis
WHERE diagnosis_ code=‘covid’;

Honest
Broker

%

Client

Umbrusted | Secuns:



Private Data Federation

* Untrusted client/broker (e.g. data analyst)

1 144

* Semi-honest servers
— Honestly evaluate query over federated data

— Curious about other’s input data and infer them via
the computation (e.g, encrypted data, intermediate

results, side channel information)
9 1 77
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Computing with Confidentiality

* Goal: protect confidentiality of data while we
compute queries over it in an untrusted setting

Utility Performance

loss

OC&

Differential

Specialized
hardwares

1'115 Ea

cost

ecure MI 1-

party

Execution
Environment

arm
TRUSTZONE IR

Boston wage gap 2017

Privacy Computation

[Exlingsson et al, CCS 2014]

* Provable privacy guarantees



Techniques for S&P

Privacy Client-server Data federation Cloud service provider
Guarantees

Input Data  Differential privacy N/A

Query N/A Local DP, Secure multi-party computation,
Evaluation TEE

Queries N/A Private function Private information

evaluation retrieval
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Setting #3: Cloud Service Provider

Data Owner Result Untrusted
& Client Cloud

26



Conventional Cloud

e Untrusted servers

1

* Trusted client
— Data owner and data analyst are the same party

— Allow more information to be returned from the
cloud to the client

1 144

27



Private Information Retrieval ccxss

e Goal: Client can retrieve an item from a server in
possession of a database without revealing which
item is retrieved

* Return entire DB: only protocol for information
theoretical privacy in a single server setting sis)

bounded server colluding servers
[KO97] [DGH 2012]

* Provable privacy guarantees
* Trade-offs: performance and privacy

28



Existing Techniques for S&P

Privacy Client-server Data federation Cloud service provider
guarantees

Input Data  Differential privacy N/A

Query N/A Local DP, Secure multi-party computation,

Evaluation TEE

Queries N/A Private function Private information
evaluation retrieval

* Semi-honest party
— Follow the protocol faithfully
— But try to learn everything they can

29



Additional Settings & Techniques

— Act maliciously
« Unauthorized updates to the data storage
* Incorrect query evaluation

Integrity Data federation Cloud service provider

Storage Authenticated data structures (ADS): e.g. Merkle tree, blockchain
Query Zero-knowledge proofs (MPC), TEE,
Evaluation ADS

Trade-off: performance and integrity

30
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Input Data

Query N/A Local DP,

Evaluation

Queries N/A Private function Private information

evaluation retrieval

(’—- Query

Data Owner Result Untrusted
& Client Cloud

Untrusted Result Owner Untrusted
Client client

S—
N
i
N
]
>
N
Kl

(Snololfew 1o 1SeUOY-IWes) SJeUMO Ble(

Client-server Cloud service provider

Data federation



MODULE 2A
MPC & TEE



Overview

* Goal: protect confidentiality of data while
we compute queries over it In an
untrusted setting

o Attack vectors:

— Data protection: Encrypt data and
intermediate results

— Side channel: Prevent leakage from the
query's instruction traces and others



Computing with Confidentiality

* Why confidentiality is difficult? No one
can be trusted:

— Intend, capability, etc

* Technologies for confidentiality
computation bring trustiness
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CC with a Trusted Party

\
f% 0

x = {60201, 60202, 60001} y = {60201, 60203, 60009}

p: Side information

f(x,y) = intersection of x and y
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Side Channel Information

* Program trace

All leaks information!

e Data access trace

Some more less harmful

=

e Program ex 10N tim
Og d execution t € L Often need to incur the
e Intermediate result size worst-case cost




DATA AND TRACE OBLIVIOUSNESS



Program Irace

x = {60201, 60202, 60001}
y =160201, 60203, 60009}

on the input!

res =0
for 1 1n x:
for jJ 1n vy:
1f 1 == 7:
res +=1

break;

38



Data Access Trace

def binary search (val,

mid = (s + t) / 2;
1if (val < mem[mid])
bs(val, 0, mid)
else
bs(val, mid+1,

depends on the input!

£)

Sy

t) :

39



Definition

We say a program P is oblivious if there is
an efficient algorithm S, such that for any
input I to the program,

Trace(P, I)  1s indistinguishable from  S(P)



An Oblivious Algorithm Example

z = {60001, 60201, 60201, 60002, 60203, 60009}

z = x ||y

res=0

Trace-independent Sort z

for 1 1in [0, len(z)-1):
1f z[1] == z[1+1]

res+=1

> [ P [ P | [ P [
> P | [P [ | P P | [P [
"> P P P [P [ [t [

iy |49 [¢9 |49 [€9 [€9 [*9 |4




Recent Works

* Oblivious algorithms
— Graph-based computation
— Specific data structures
— Parallelism
— More efficient sorting

e Oblivious RAM
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CC with a Trusted Party

y,

x, f

o f y) P f(x, y) §Q

x = {60201, 60202, 60001} y = {60201, 60203, 60009}

p: leakage profile
Program trace
Data access trace

Program execution time
Intermediate result size

f(x,y) = intersection of x and y



SECURE MULTI-PARTY
COMPUTATION
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Our First Protocol: Private Sum

Pick random r
X1
T +X4

—
& 0\0
@

9
/ I X+ X,

X3
1 T X1+ X+ X3

O — a/w




Security
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Example Protocol




. The protocol is .
(In)Securlty not secure if ....

Pick random r

I+,

\oxz
"QO—87

Xe

—

r+)X;

-
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Classifications

* How many parties can collude?

— Honest majority, dishonest majority

* What can corrupted parties do?
— Semi-honest; malicious

* How many parties are guaranteed to
obtain output?

— Security with abort, fairness, Guaranteed
output delivery



Definition

For every real
adversary A

0O —.

Protocol
interaction

REAL

Implication "
Anything that an adversary could

have learned/done in the real model,
it could have also learned/done in the
ideal model.

there exists an
adversary S

Trusted party

IDEAL



Common Building blocks

* Basic tools:

— Garbled Circuit, Oblivious Transfer, Beaver
Triple, Secret Sharing

* More complicated tools:

— Private set intersection, function secret-
sharing, RAM-based secure computation



More Building blocks

 Private information retrieval

* Fully homomorphic encryption

* Zero-knowledge proof



MPC Materials

You can find almost all at https://github.com/rdragos/awesome-mpc

 Video Lectures
— [1%t,5th] BIU Winter School

* Open-source libs: first think about what
you are looking for
— How many parties?
— What security model?
— What programming language?


https://github.com/rdragos/awesome-mpc

TRUSTED EXECUTION
ENVIRONMENTS



Trusted Execution Environment

* Confidential computing for untrusted, remote hosts

Trusted Execution
Environmei nt

Encrypted code

(+ optional data)

a
\ S
Encrypted query answers D
= = R/

Data Owner N\ 7

Untrusted Cloud

Offers integrity guarantees too.

55



D Authentication
on mobile devices

TEE Use Cases

} Digital rights

management

Outsourcing
@ business ops to the
cloud

I i I T
=h

oo . SQL Ll
plaintext , | Client ciphertext_ éﬂ
< Driver

ciphertext
== o

Microsoft SQL Server Always Encrypted Workflow

Image Credit: MS Documentation 56


https://docs.microsoft.com/en-us/sql/relational-databases/security/encryption/always-encrypted-enclaves?view=sql-server-ver15

TEEs are
everywhere...

 Intel SGX
e  ARM TrustZone
« AWS Nitro Enclaves

* Apple Secure Enclave
Processor

$990S€vE 8695 1dV

* Keystone Enclave

© Keystone

Related: AMD Secure Encrypted Virtualization (used by GCP)

57



TEE
Application
Setup

« DBMS partitioned
into trusted and
untrusted code

* Private data and app
logic are sealed into
enclave

* Enclave may read
from untrusted app,
but not vice versa!

[ trus
Part of App

Trusted
Part of App

S

Create Enclave

5

Call Trusted Func

» Execute

Image source: Quarkslab’s blog

58


https://blog.quarkslab.com/overview-of-intel-sgx-part-1-sgx-internals.html

Confidentiality for
process and data.

TEE Secure communication

Features channels to remote hosts

Integrity: run on trusted

hardware alone

59



TEE Building Blocks

Attestation — verify enclave on
untrusted host

Encrypted Page Cache (EPC) -
memory accessible to enclave alone

Instruction set (ISA) extensions



DBMS Design
Decisions on TEEs

* Defining security guarantees for system

* Determines what parts of app need to be in
enclave

« Partition data so that it fits in protected memory

61



TEE Design Pitfalls

* Expensive to move data in and out of EPC
— EPC is small ~ O(100 MB)

* No systematic way to partition a
program's native and enclave code for
crypto-strong guarantees

* Privacy-performance trade-offs



Example design questions for
DBMS-over-TEE

 Should we protect the cardinalities of
intermediate results?

* How do we make swapping data in and
out of the EPC data-independent?

* How to not leak information with index
lookups and writes?

* Should we make our queries private or
our computation thereof alone?



TEE
Vulnerabilities

* TEEs - like all hardware — are susceptible
to cycles of finding new attacks and
mitigating them.

« Sometimes need to fix attacks in silica.

* They remain valuable platforms for
research.

FORESHADOW

CacheOut

Leaking Data on Intel CPUs via
Cache Evictions

We present CacheOut, a new speculative execution attack that is
capable of leaking data from Intel CPUs across many security
boundaries. We show that despite Intel’s attempts to address
previous generations of speculative execution attacks, CPUs are stll

SGAxe

How SGX Fails in Practice

SGAxe is an evolution of CacheOut, specifically targeting SGX
enclaves. We show that despite extensive efforts done by Intel in
order to mitigate SGX side channels, an attacker can stllbreach the
confidentiality of SGX enclaves even when all side channel

wulnerable, allowing attackers to exploit toleak
sensitive data.

Moreover, unlike previous MOS issues, we show in our work how an
attacker can exploit the CPU's caching mechanisms to select what
data to leak, as opposed to waiting for the data to be available.
Finally, we empirically demonstrate that CacheOut can violate nearly
every hardware- based security domain, leaking data from the 05
kernel, co-resident virtual machines, and even SGX enclaves.

e

enabled.

We then proceed to show an extraction of SGX private attestation
keys from within SGX's quoting enclave, as compiled and signed by
Intel. With these keys in hand, we are able to sign fake attestation
quotes, just as if these have initiated from trusted and genuine SGX
enclaves, This erodes trust in the SGX ecosystem, as using such
quotes an attacker can masquerade itself as a genuine SGX enclave
toaremote party, while offering little protection in reality.

O e

64



Pros and

Cons of
TEESs

md PTOS:

e Efficient performance

* May parallelize over a set
of enclaves

= Cons:

e Vendor lock-in

¢ Side-channel leakage

* Security guarantees brittle
since hardware fixes are
slow

65




MODULE 2B
DIFFERENTIAL PRIVACY



Outline

* Desiderata for Defining Privacy
* Differential Privacy (DP) Basics

* Integration of DP into DB & Challenges
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The Massachusetts Governor
Privacy Breach [Sweeney JUFKS 2002]

oNFame eName * 87 % of US population
o SSN . 7i e Address . .

e Visit Date P *Date aoms ZipCode,
Dok S:tt: Registered Birth Date, and Sex.

e Procedure *Party

e Medication . Sex affiliation

e Total Charge *Date last

~ated

Medical Data Voter List

Quasi-
identifiers



K-Anonymity: Avoiding Linkage
Attacks 50

* If every row corresponds to one
individual ...

.. every row should look like k-1 other
rows based on the quasi-identifier attributes



K-Anonymity

70

Zip Age Nationality | Disease
13053 28 Russian Heart
13068 29 American Heart
13068 21 Japanese Flu
13053 23 American Flu
14853 50 Indian Cancer
14853 55 Russian Heart
14850 47 American Flu
14850 59 American Flu
13053 31 American Cancer
13053 37 Indian Cancer
13068 36 Japanese Cancer
13068 32 American Cancer

Zip Age Nationality | Disease
130** <30 * Heart
130** <30 * Heart
130%** <30 * Flu
130%** <30 * Flu
1485* >40 * Cancer
1485* >40 * Heart
1485* >40 *® Flu
1485* >40 *® Flu
130** 30-40 * Cancer
130** 30-40 * Cancer
130%** 30-40 * Cancer
130** 30-40 * Cancer




Adversary knows
prior knowledge
about Umeko

Adversary learns
Umeko has Cancer

[IMKGV 06] 7

Problem 1: Background knowledge

Zip

Age

Nationality

Disease

130%*

<30

*

130%*

<30

*

W
g

<30

*

Cancer

130**

<30

*

Cancer

Name | Zip | Age Nat.

Umeko | 13053 25 Japan




Attacks using Background Knowledge

* Record-level Data
— Netflix Data [[Narayanan-Shmatikov, 2008]

* Search Logs
— AOL data publishing [Barbaro-Zeller, 2006]

* Graph/Social Network Data
— Degrees of nodes [Liu and Terzi, SIGMOD 2008]

— The network structure, e.g., a subgraph of the network.
[Zhou and Pei, ICDE 2008, Hay et al., VLDB 2008]



Desiderata for a Privacy Detinition

1. Resilience to background knowledge

— A privacy mechanism must be able to protect individuals’
privacy from attackers who may possess background knowledge
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Problem 2: Privacy by Obscurity

* Many organization think their data are private because
they perturb the data and make the parameters of
perturbation secret.

FOR ADDED SECURITY, AFTER

WE ENCRYPT THE DATA STREAM,

ALATH,  DONEHLINI, WE SEND 1T THROUGH OUR
DONEHLINI,  ALA'TH, NAVATO CODE TALKER.

ALATH, DONEHLINI,

DONEHLINI, DONEHLINI, \ 'Hgﬁq?gjggﬁgg
ALAIH,  ALAIH, "ZERG mm “ONE"?
DONEHLINI - ALATH,

D’UNEHLIW D{}NEHUNI WHOA, HEY, KEEP
DONEHLIN | YOUR ‘u'-'mCE DOWN!

)

ﬁ.ﬁ_ E E —_— 4 -\\.\\-.‘--._




Desiderata for a Privacy Detinition

1. Resilience to background knowledge

— A privacy mechanism must be able to protect individuals’
privacy from attackers who may possess background knowledge

2. Privacy without obscurity

—  Attacker must be assumed to know the algorithm used as
well as all parameters [MK15]



Problem 3: Post-processing

( U.S. Department of Health & Human Services AboutUs Careers ContactUs Espafiol FAQ iEmail Updates

% Agency for Healthcare Research and Quality Q
= \ Advancing Excellence in Health Care

HCU Pnet (Home) (Glossary) (Methodology) COur Partners) \ |

Healthcare Cost and Utilization Project

Free Health Care Statistics

HCUPnet is a free, on-line query system based on data from the
Healthcare Cost and Utilization Project (HCUP)

The system provides health care statistics and information for hospital
inpatient, emergency department, and ambulatory settings, as well as
population-based health care data on counties

Create a New Analysis @ Get Quick Statistics Tables @

C Find out more about HCUP ) ( What's new with HCUPnet )

The HCUPnet Web site has been redesigned. The new site has a modernized look and
feel, a simplified process for querying data, fewer clicks to reach the same
information, and more flexibility in changing the content and display of data you are
viewing. )




Problem 3: Post-processing

achieving k-anonymity

Age #disc | White | Black Hispani | Asian/ Native Other | Missing
harge C Pcf American
S Hinder
#dischar | 735 [535 |82 58 18 * 19 22
ges
1_17 X ES X X E S X E S X
18-44 70 40 13 * * * * *
45-64 330 236 31 32 * * 11 *
65-84 298 229 35 13 * * * *
85+ 34 29 * * * * * *
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Problem 3: Post-processing

Age #disc | White | Black Hispani | Asian/ Native Other | Missing
harge C Pcf American
S Hinder
#dischar | 735 535 82 58 18 1 19 22
ges
\
18-44 70 40 13 | *
45-64 330 236 31
65-84 298 229 35 13 * * * *
85+ 34 29 * * * * * *

78



Desiderata for a Privacy Detinition

1. Resilience to background knowledge

— A privacy mechanism must be able to protect individuals’ privacy
from attackers who may possess background knowledge

2. Privacy without obscurity

—  Attacker must be assumed to know the algorithm used as well as
all parameters [MK15]

3. Post-processing

—  Post-processing the output of a privacy mechanism must not
change the privacy guarantee [KL10, MK15]



Problem 4: Multiple Releases

* 2 tables of k-anonymous patient records

Non-Sensitive Sensitive Non-Sensitive Sensitive

Zip code | Age | Nationality Condition Zip code | Age | Nationality Condition
1 130™ <30 * AIDS 1 130** <35 * AIDS
2 130** <30 * Heart Disease 2 130™* <35 * Tuberculosis
3 130** <30 * Viral Infection 3 130** <35 * Flu
4 130** <30 * Viral Infection 4 130** <35 * Tuberculosis
5 130** >40 * Cancer 5 130** <35 * Cancer
6 130** >40 * Heart Disease 6 130™ <35 * Cancer
7 130** >40 * Viral Infection 7 130** >35 * Cancer
8 130** >40 * Viral Infection 8 130** >35 * Cancer
9 130** 3* * Cancer 9 130** >35 * Cancer
10 130** 3* * Cancer 10 130** >35 * Tuberculosis
11 130** 3* * Cancer 11 130** >35 * Viral Infection
12 130** 3* * Cancer 12 130** >35 * Viral Infection

Hospital A (4-anonymous) Hospital B (6-anonymous)

* If Alice visited both hospitals and she is 28, can you

deduce Alice’s medical condition? [,




Problem 4: Multiple Releases

* 2 tables of k-anonymous patient records [GKS08]

Non-Sensitive Sensitive
Zip code | Age | Nationality Condition
11 | 130 | <30 | * I AIDS |
2 130** <30 * Heart Disease
3 130** <30 * Viral Infection
4 130** <30 * Viral Infection
5 130™* >40 * Cancer
6 130** >40 * Heart Disease
7 130** >40 * Viral Infection
8 130** >40 * Viral Infection
9 130** 3" * Cancer
10 130** 3* * Cancer
11 130** 3" * Cancer
12 130** 3" * Cancer

Hospital A (4-anonymous)

* 2 tables of k-anonymous patient records [GKS08]

* Alice is 28 and she visits both hospitals
. 4-an0nymihr + A-annnvmituy A koannanvmitvy far any k

Hospital B (6-anonymous)

 Alice is 28 and she visits both hospitals
* 4-anonymity + 6-anonymity # k-anonymity , for any k



Database Reconstruction Theorem

 Informally: If too many statistics are
released too accurately, the vast majority of
the records in the (hidden) database can
be reconstructed.

Reconstruction attack

f1(D) . D is unknown, find D that best
=T (D) noisy matches released statistics
f2(D) stats
D } Successfully demonstrated by

US Census Bureau in 2019.



A Bound on the Number of Queries

* In order to ensure utility, a statistical database
must leak some information about each
individual

* We can only hope to bound the
amount of disclosure

 Hence, there is a limit on number of
queries that can be answered



Desiderata for a Privacy Detinition

1. Resilience to background knowledge

— A privacy mechanism must be able to protect individuals’ privacy
from attackers who may possess background knowledge

2. Privacy without obscurity

—  Attacker must be assumed to know the algorithm used as well as
all parameters [MK15]

3. Post-processing

—  Post-processing the output of a Erivac mechanism must not
change the privacy guarantee [KL10, MK15]

4. Composition over multiple releases

—  Allow a graceful degradation of privacy with multiple invocations
on the same data [DN03, GKS08 - 3



Outline

* Desiderata for Defining Privacy

* Integration of DP into DB & Challenges
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Ditferential Privacy

W |7
B~

Input Database Algorithm Output

 Differential
 Differential

| privacy is not an algorithm
| privacy is not a property of the output

 Differential

| privacy is a property of the algorithm .
C 2) ;;@}



[llustrative Application

name|gen.|age | HR | BP |...

Alice | F 83 | 65 | 112 ]...

Bob | M 50 | 85 | 135 ]...

Carl | M 23 | 61 [ 120 ]...

Data from a medical study
attributes include age, heart rate (HR),

blood pressure (BP), results of various
medical tests

Analyst

identify risk of heart disease
for different demographic

groups

90



[llustrative Application

name|gen.|age | HR | BP |...
Alice 83 | 65 | 112 ]...
Bob | M 50 | 85 | 135 ] ...
Carl | M 23 | 61 | 120 ] ...
Input D

High

Medium ﬂm
-3~ & &

Algorithm A Output A(D)

Estimated risk of
heart disease for
males, 40-50 yrs old
HR in 60-85

91
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Privacy Risk of Releasing A(D)

name|gen.|age | HR | BP |...

High
Alice F 83 65 | 112

Medium m
Bob M 50 85 | 1351]... n ‘ Ué—_;’
Low g

Carl | M 23 | 61 [ 120 ]...

Input D Algorithm A Output A(D)

Bob

Could A(D) reveal my risk of heart disease?
Could this lead to an increase in my insurance premium?

/| Y
/ o Ny
[ DRIR
. &
] &/



Defining Privacy: Attempt 1

* Mechanism is private if an attacker can not learn
too much about an individual beyond what they
already know about the individual (without
looking at the output of the mechanism)

* Learning principles of nature should not be
considered privacy breaches.
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Defining Privacy: Attempt 2

Real world

Promise of differential privacy

“What can be learned about Bob from A(D) is similar to
what can be learned from opt-out world”

Bob’s opt-
out world
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Ditferential Privacy

[Dwork ICALP 2006]

For every pair of inputs that
differ in one row For every output ...

Adversary should not be able to distinguish
between any D; and D, based on any O




Why pairs of datasets that «/i//cr i1
one row?

For every pair of inputs that
differ in one row For every output ...

Simulate the presence or absence of a
single record

<)



Why 1!/ pairs of datasets ...?

For every pair of inputs that
differ in one row For every output ...

Guarantee holds no matter
what the other records are.

97
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Privacy Parameter ¢

For every pair of inputs that
differ in one row For every output ...
D 1 D 2

In (Pr[A(Dl) — 0]> <& £>0

O

Pr[A(D,) = o]

Controls the degree to which D, and D, can be distinguished.
Smaller the € more the privacy (and worse the utility) ‘ ))
)
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Laplace Mechanism DN 06

Private Database

<€

|

Analyst

Aggregate Query: q

g

G(D) = q(D) + Lap (Gs(q))

Noisy Answer

&

N

-10

-5 0 5

10

_/

Lap(4): h(n) o exp(— '"'ﬁ
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How much noise for privacy?

Global Sensitivity of a query g: maximum output
change for any pairs of neighboring datasets

GS(q) = v neighhaX |q(D1) — q(D3)|

B Dgrelcéllg(m VD, € nIeIilgali(bors(Dz) |C[(D1) B C[(Dz)|

Any possible database D, | Add/remove any record from D,

E

Theorem: g(D) + Lap (Gs(q)) satisfies e-DP.
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Global Sensitivity: COUNT query

* # of people having flu?
* Global sensitivity =1

Cancer 3.5

F 53" 30 Diabetes 2.3
F 5'9” 24  Healthy 1.0
M 53" 36 Flu 4.0
M 6’7" 22 Flu 2.2

e Solution: 2 + n, where n is drawn from Lap (i)

— Mean =0
— Variance = 2/¢2 ar



Global Sensitivity: SUM query

Total usage of drug X?

6’2"
F 53"
F 5'9”
M 53"
M 6’7"

Suppose all values x are in [a,b]

Global sensitivity =b

30
24
36
22

Cancer
Diabetes
Healthy

Flu
Flu

2.3
1.0
4.0
2.2
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Utility of Laplace Mechanism

* Laplace mechanism works for any
function that returns a real number

* Error: E(true answer — noisy answer)?
= Var( Lap(GS(q)/¢) )

= 2*GS(q)?2 / €2




Accuracy-privacy Trade-offs

* Many DP algorithms:

— Laplace mechanism, exponential mechanism, randomized
response, gaussian mechanism, sample and aggregate,
report noisy max, sparse vector technique, smooth
sensitivity mechanism,.....

* Each gives a different accuracy-privacy trade-otf
* e.g. DPComp [HMMCZ16]

Increasing scale (number of tuples) =—

Scale: 1k Scale: 100k Scale: 10M

] T
.
-]
23] 8 a eogp g : L
e3
o

| . e s s s s s s s s I s s s s S ps s e s s [ s s S S S S
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Sequential Composition .0

Private Database M, e
- 1 &1 Analyst
M,0D) R
< M, & @

= —

My(D, M, (D)) R

It M, M,, ..., Mk are algorithms that access a private
database D such that each M, satisties ¢,-DP

then the combination of their outputs satisties &-

DPwithe = & + ... + € PIRN
1 k L 19))



Postprocessing

Private Database

107

[DMNS 06]

Analyst

<€

M(D)

AM(D))

If M is an e-differentially private algorithm, then
any additional post-processing A o M also satisties

e-ditferential privacy.
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1N Practice

Ler‘hiig Popular Emojis with Privacy

® @ £ Settings x

%~ C chrome://settings

-
Chrome Settings
e How Google is Using Differential Privacy
| Send RAPPOR statistics to G for COVID Location Data

Governments and institutions wanted to pios
know how people were changing their -50%
movements in response to COVID-19 T
lockdowns. Google had the data. In order
0 Ie to reveal it without compromising
privacy, Google used Differential
Privacy. The results are now publicly
available but pose very little privacy risk
to individuals.

Settings « Send a "Do Not Track" requeq

Click on this box to learn more.

http://onthemap.ces.census.gov/ [
https://www.recurve.com/blog/traditional-approaches-to-protecting-energy- N
data-dont-work-heres-what-to-do-instead-part-3-of-3



http://onthemap.ces.census.gov/
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Tools & Systems for DP

DP experts DP novic
Ektelo, SmartNoise, = DPella PINQ, Airavat, PSI, APEx
OpenDP, GoogleDP, Fuzz Flex, PrivateSQL,
IBM diffprivlib, Gupt  GoogleDP (postgres)
Chorus ...
Expressive queries \ \ Limited queries
~\ | End-to- )\
Additional support for end DB for Additional support for
Offer common DP DP programmers, e.g. DP data analysts, e.g.
packages/programs_ avoiding side-channel accuracy guarantee and
for DP experts to build attacks, accuracy and optimality in privacy-
new programs privacy analysis accuracy trade-off
N / \_ Y,




Outline

* Desiderata for Defining Privacy

* Differential Privacy (DP) Basics
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Engineering DP into DBMS

 Existing DP database system:s:

— PINQ[SIGMODO09], Airavat[NSDI10], Flex(Uber DP)[VLDB18§],
Google DP[19]

* Rule-based sensitivity analysis of a query plan

Person

ID Sex Age ... ‘ HID Geo

122 M 40 ... H6 CA
count()
123 F 12 ... Heé6 CA )
124 M 23 .. H7 FL OceomNC +/-1 row
125 M 26 ... HS8 NC
| 126 F U ... o NC +/-1 row
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What could go wrong?

« Standard SQL queries that cannot be answered
accurately
— E.g., Non-aggregate/Max/Min query

* Group-by in the end of the query

Person
122 M 40 ... H6 CA
123 F 12 ... Hé6 CA
124 M 23 ... H7 FL
125 M 26 ... H8 NC FL 1
126 F 30 ... HS8 NC NC 2

— Leak active domain! I\



DB Queries for DP

* Existing solutions:
— Specity groupby keys or Use partition (all groups)

* Open questions:
— Private data-manipulation language (PDML)

* How to handle correlated subqueries?

SELECT relp, race, cnt FROM Person P, (SELECT COUNT(*) AS cnt, hid FROM
PERSON GROUP BY hid) AS P2 WHERE P2.hid=P.hid

 Additional specification of budget or accuracy



What could go wrong?

* If storing multiple tables instead?

122

Person

40 |...

Ho6

123 | F 12 |...| Hé6
124 | M 23 |...| H7
125 ( M 26 |...| H8

IlLUI

JuU cee

116

Household

Hé CA
H7 FL
H8 NC

114



What could go wrong?

* If storing multiple tables instead?

Person

122 | M 40 |...| Hé
123 | F 12 |...| Hé6
124 | M 23 |...| H7
125 ( M 26 |...| H8
126 | F 30 |...|] H8

Hé

Household

CA

H7

FL

— Adding/removing rows of different tables
- different sensitivity result

OGeo=NC

115

+/- maxFy;p

+/- 1 row

Household HAaRRSNY
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Detining Private Objects

PINO GoogleDP —

One-row User-level One-row Constraints-based
(single policy) (single policy) (single policy) (multiple policies)

SELECT result.fruit, result.number_eaten
FROM (
SELECT per_person.fruit,
ANON_SUM(per_person.fruit_count, LN(3)/2) as number_eaten,
ANON_COUNT (uid, LN(3)/2) as number_eaters

SELECT fruit, COUNT(fruit) FROM(
FROM FruitEaten SELECT * , ROW_NUMBER() OVER (
PARTITION BY uid Count
GROUP BY fruit; ORDER BY randonm() Yrruit
) as row_num 1
FROM ( —
SELECT fruit, uid, COUNT(fruit) as fruit_count Seml]Olnuid

FROM FruitEaten
GROUP BY fruit, uid
) as per_person_raw
) as per_person

WHERE per_person.row_num <= 5
GROUP BY per_person.fruit

) as result

WHERE result.number_eaters > 58;

https://github.com/google/differential-
privacy/tree/main/cc/postgres /




Detining Private Objects

Edge-privacy: hide the presence of an edge (a row in
edge table)

Node-privacy: hide the presence of a node and all
edges incident to it. (a row in node table + edges)

Person

. N - ID Sex .. HID Household
Person-privacy: hide properties of people 122 | M Hé ———
Household-privacy: hide properties of 123] F Heé e | .. | ca
households and the people within them. 14| M 17 T I

125 | M HS8
H8 NC

126 | F HS

Policy: A specification of the base relation that is the primary private object
* Key technical insight: leverage foreign key constraints to infer how change to primary table affects

sensitivity of query (even a query that does not directly involve primary table!)

* Current limitation: foreign key constraints must be acyclic |

[KTHFMHM, VLDB’19]
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Detining Private Objects

* Policy: Person

Person

118

123 12 .| Hé Hé CA
124 23 .| H7 H7 FL
120 20 8 H8 NC
126 30 .| H8

+/- 1 row

+/-1row |

O4ge>17 ]

+/- 1 row



Detining Private Objects

* Policy: Household

119

Person

ID Sex Age ... HID

Household
122 | M 40 |...| He6 HID ..  Geo
123 F 12 |...| Hé6 He CA
1241 M 23 |...| H7 H7 FL
125 | M 26 |...| HS8 | HS | | NC |
126 F 30 |...|] H8

+/- 0 row ?|

O4ge>17 ]

Person
Household

+/- 1 row




Semi-join Rewrite

* Policy: Household

Person

120

| Household |

Se
X
122 | M | 40 Ho6
123 | F | 12 Hé6 Ho CA
124 | M | 23 H7 H7 FL
125 | M | 26 HS8 Lig NG
126 | F | 30 HS8

+/- maxFyp

+/-maxFyp 1
Opge>17 ( Oage>17 | +/-0row?
+/-maxFyp 1
| Semijoingp

Person

Household
Household +/- 1 row

+/- 1 row




Defining Private Objects

* Existing solutions:

— Extend privacy policies via foreign key
constraints in multi-relational DB

* Open questions:
— Privacy data-definition language (PDDL)

* How to define privacy with general constraints?
* How to automatically enforce the privacy policies?

. -
ENY

s . \

. &/
o 74
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What else could go wrong?

+/- maxFy;p

* High sensitivity for join query! .

— What if maxFy;p is not public? g

Semijoingp

+/-1 row

Person Household

* Existing solutions:

PINQ GoogleDP PrivateSQL

Grouping Manually Smooth
before join specified sensitivity
bound +
sampling key tracking
[i I



View Rewrite with Truncation

Operator

* Add a truncation operator 7y;p ,(*) to bound the
max multiplicity of join key

+/- maxFyp

nu-

?

0Age>17
4

Semijoingp

ﬁ Household

+/-1 row

7T-.-

/—k

T

0Age>17

+/—k

T

+/—k

Semijoingp

Person

THID,k

+/-

Household

1 row

* Automatically learn the optimal k to minimize

the total error

123

/ QA
e SR
[: NN
B &
N &



Handling Join Queries

* Existing solutions:

— Smooth-sensitivity, truncation/Lipchitz
extension, sampling, key-tracking

* Open questions:
— Which algorithm to use?

— Physical implementation of DP into DBMS?

* How to support key-tracking in the query plan?

* How to efficiently compute tighter sensitivity
upper bound for better accuracy? =159



What else could go wrong?

* Handle multiple queries:
— Unbounded privacy loss or stop query answering

* Existing solutions:

— General DP views to answer multiple queries
|[KTHFMHM, VLDB19]

— Cache historical query answers [MHRH, TPDP20]

* Open questions:
— How to ensure consistency between queries?
— How to allocate privacy budget among queries?
— How to pick DP algorithms for multiple queries[?f R\



General Implementation Issues

e Side channel attacks

— Adversary can observe answer to their
question, response time, system decision to
execute the query or deny it [HPN SEC11]

* Randomness & floating-point issues

— Laplace mechanism [Mironov CCS12], Exponential
mechanism [livento CCS20]



Summary of Open Questions

* Design of Private DDL and DML

— Protect privacy at correct resolution
— Prevent unsafe/non-private query
— Provide better accuracy for complex queries

* DP integration into DB
— Add on top of existing DB systems

— Reimplement DP components (e.g. query plan,
query rewriting, key tracking, cache/synthetic
data) for better utility and/or performance <150



MODULE 3
SYSTEM INTEGRATION &
OPTIMIZATION



Overview

* Part 1: DBMS Security and Privacy
e Part 2: State-of-the-Art Solutions

 Part 3: Open Challenges



Part 1: DBMS Security and Privacy



Security and Privacy (S5&P) Settings

Client/Server Untrusted Cloud

Data Result Untrusted Untrusted Result Data Owner
Owner esu Client Cloud & Client

* Column-at-a-time access control policy
+ Systems behave exactly like a standard DBMS from client’s perspective



Why can’t I just add a password
to my DBMS? And use encrypted
storage?

* Your attack surface is the entire stack
* Your data may reside on untrusted cloud servers

* We need to re-architect our systems with security and
privacy at the forefront



Naive DBMS deployment on an untrusted cloud

S_—

Client & @b\

Data Owner g= s

Virtual | ST el
Private [kttt s e w

Cloud Engine

DB encrypted
with AES 256

What could go wrong?

* Storage: National Security
Letter compels service
provider to decrypt data

*  Query processing: insider
threat sees data-dependent
query traces and result sizes

+ Client side: rogue user
systematically queries DB to
educe its private contents

Regulatory compliance # meaningful S&P guarantees!




What about existing work from the
security and privacy community?

* Existing S&P solutions are piecemeal — they
address specific steps in the DBMS workflow

— MPC & TEE: Protects data during computation
— DP: Protects data when releasing results

« Composing these techniques is non-trivial



Where do we come in?

* To date we’ve mostly focused on making the
DBMS fast and scalable — to great success!

* S&P is usually an afterthought

* We have a lot to offer in this emerging space of
making privacy-preserving analytics practical
and usable



End-to-end S&P guarantees

* Covers from when a client submits a
query to when they receive their results

Efficient

e Offers performance comparable to that of
current DBMSs

Robust

*® Supports ad-hoc query workloads and
diverse user needs

Usable

o Ul like that of a standard DBMS for low
barrier to entry. Understandable S&P
guarantees.



DBMS Goals

* Rigorous, explainable guarantees of:
— Privacy of storage and computation over data
— Privacy of data itself, esp. under repeated Accuracy
querying
* Maximize:
— Query result accuracy Compute
— The speed of query execution Privacy

Speed

S&P guarantees are not boolean, this leads to
interesting trade-offs

Data Privacy



Approach #1: Secure Computation

» MPC & TEEs protect data foereey
during query evaluation with:
— Data encrypted in flight Compute Sooed
— Oblivious, data-independent Privacy o
execution transcript
Data Privacy
» Useful for query processing in
untrusted clou s
FROM demographic de, diagnosis di
w:EegEiC;f.i;?agﬂhd" AND m.med = "aspirin" DISTINCT  [1”]
»  MPC is really slow! 1,000X+ Mt s meote b e tumiel
slower than running in the clear /m‘“”‘{
Dleode  [n?] demographic  [1]
* TEEs require specialized hardware e
and depends on chip vendors to cass-ia o] Totscparin[r]
have correct implementations T [

diagnosis [H] medication [H]



Approach #1: Secure Computation

Accuracy

« MPC & TEEs do not protect
data during data release

Compute
Privacy

Speed

* Repeated queries of a
MPC/TEE'Only System 1eakS Data Privacy
the private data distribution

SELECT DISTINCT pid
FROM demographic de, diagnosis di
medication m

WHERE di.diag="hd" AND m.med = "aspirin® | DISTINCT [n°]
* Revealing any data-dependent AUD di-code = m.code D de.pid = m.pid [
computation, such as intermediate /N”K
result sizes, leaks private >eode [17] demographic [1]
information e
Giiag=nd 1] Omed=aspirin  [1]

| Y

diagnosis [H] medication [H]



Approach #2: DP

 Differential privacy reveals statistics about DB records while
withholding info about individual input tuples [Dwork06]

 Injects precisely calibrated levels of noise into query answers
proportional to individual contributions

» [Itis composable.
* Cumulative information leakage subject to a privacy budget, €

Accuracy

Compute

Privacy / Speed

Data Privacy




Approach #2 : DP

* DP-only systems add noise to either the query result computed
by the server or the input data from data owners

» Adding noise to the query result requires a single data owner that
serves as a trusted server

*  When considering multiple data owners, applying DP to input
data adds error proportional to the number of owners

Accuracy

Compute
Privacy

Speed

Data Privacy



Why can’t we naively
integrate these building
blocks into existing
systems?

Problem 1: Preventing Side Channel Attacks

= =8

Access Pattern Leakage Volume Leakage Timing [Leakage




Why can’t we naively
integrate these building
blocks into existing
systems?

Problem 1: Preventing Side Channel Attacks

Access Pattern Leakage Volume Leakage Timing Leakage

Memory locations accessed Size of computed results Time required for computation
during computation

— Leaks frequency of values — Leaks number of records — Leaks time needed to process
in source data processed at each operator output of each operator

Side channel leakage reveals distribution
of values in private source data



Why can’t we naively
integrate these building
blocks into existing
systems?

Problem 2: Properly Composing Techniques

ot —

Secure Computation DP Mechanism




Why can’t we naively
integrate these building
blocks into existing
systems?

Problem 2: Properly Composing Techniques

Accuracy Accuracy Accuracy

Compute Compute - COmpute
Privacy 4_ Speed + Privacy > Speed Privacy Speed
Data Privacy Data Privacy Data Privacy
Secure Computation Differential Privacy Poor Performance,

Inaccurate Results




Part 2: State-of-the-Art Solutions
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Conclave: Secure Multi-Party
Computation on Big Data

« Compiler for relation queries that accelerates secure computation

 Instead of directly converting SQL queries into secure computation,
transforms queries into a combination of data-parallel, local
cleartext processing and small MPC steps

[ relation owned by party (@ _) secure MPC operator in MPC  [EF] local, cleartext operator (ZR) hybrid operator

BE( B;EC

[i. MPC frontier push-down | [ ii. MPC frontier push-up | | iii. Hybrid protocol transform |

Nikolaj Volgushev, Malte Schwarzkopf, Ben Getchell, Mayank Varia, Andrei Lapets, and Azer
Bestavros. Conclave: secure multiparty computation on big data. EuroSys 2019.
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Conclave: Secure Multi-Party
Computation on Big Data

Compiler for relation queries that accelerates secure computation

Instead of directly converting SQL queries into secure computation,
transforms queries into a combination of data-parallel, local
cleartext processing and small MPC steps

Prevents side-channel attacks Accuracy
Improves speed through less MPC /]\
Compute

Still requires some expensive MPC Privacy ‘ Speed

Only protects data during computation Data Privacy

Nikolaj Volgushev, Malte Schwarzkopf, Ben Getchell, Mayank Varia, Andrei Lapets, and Azer
Bestavros. Conclave: secure multiparty computation on big data. EuroSys 2019.



Opaque: An Oblivious and
Encrypted Distributed Analytics
Platform

 Distributed analytics platform built on Spark that utilizes TEEs for
oblivious execution

* Introduces oblivious relational operators for rule and cost-based
query optimization with security and privacy guarantees

- o Hertside /trusted e server-side /untrusted _ __ __ _ _ _ .
job driver , Sparkworkers [ | [T enclave 'k
J — ),
» | encrypted 5 campute 1
job Catalyst L DAG scheduler DEE"} IL‘, ondaa
™ query planner : A verifier
S 1 ", |Spark worker
|
|

Wenting Zheng, Ankur Dave, Jethro G. Beekman, Raluca Ada Popa, Joseph E. Gonzalez, and
Ion Stoica. Opaque: An oblivious and encrypted distributed analytics platform. USENIX 2017.
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Opaque: An Oblivious and
Encrypted Distributed Analytics
Platform

Distributed analytics platform built on Spark that utilizes TEEs for
oblivious execution

Introduces oblivious relational operators for rule and cost-based
query optimization with security and privacy guarantees

Prevents side-channel attacks Accuracy
Improves speed through TEEs o

ompute
Requires specialized hardware Privacy Speed
Only protects data during computation Data Privacy

Wenting Zheng, Ankur Dave, Jethro G. Beekman, Raluca Ada Popa, Joseph E. Gonzalez, and
Ion Stoica. Opaque: An oblivious and encrypted distributed analytics platform. USENIX 2017.



Shrinkwrap: Secure Query
Execution with DP Guarantees

Extended S&P guarantees with DP to
cover:
= Prior knowledge of data owners wrt

query answers
* Cumulative privacy loss from repeated 3’(21
querying .
» Collusion among the data owners and year, COUNT()
the client ¥ 1
L . . . JOIN(patient_id)
Reveal noisy intermediate cardinalities X
at runtime for speedup / Nﬁ
FILTER(hd) FILTER(Aspirin)
Noise query answers in MPC, true
result revealed to no one " "
SCAN(diagnosis) SCAN(medication)

Johes Bater, Xi He, Will Ehrich, Ashwin Machanavajjhala, and Jennie Rogers. Shrinkwrap: efficient
SQL query processing in differentially private data federations. VLDB 2018.



Shrinkwrap: Secure Query
Execution with DP Guarantees

Extended S&P guarantees with DP to
cover:

= Prior knowledge of data owners wrt
query answers

» Cumulative privacy loss from repeated
querying
» Collusion among the data owners and

the client Accuracy

Compute

* Prevents side-channel attacks Privacy

* Improves speed through DP volume
* Requires user-defined trade-offs Data Privacy
« Limits on repeated querying

Speed

Johes Bater, Xi He, Will Ehrich, Ashwin Machanavajjhala, and Jennie Rogers. Shrinkwrap: efficient
SQL query processing in differentially private data federations. VLDB 2018.



CRYPTe

Crypto-assisted system that combines MPC with DP to execute database

queries over data collected from multiple data owners

Achieves strong accuracy guarantees without requiring data owners to

upload private data to a central trusted data collector

Data Owners

______

/ Analytics Server
3.Program Executor Data Analyst
N ~ Program
3 @
z D {3 . F~]
ﬂg . Program translated to A\
§ underlying secure
computation protocols Differentially Private Output
i /
e\ Il | Program Execution Phase
P $ .
1.Key 4.Privacy 5. Data Crypte
Manager Engine Decryption Program
> €B
sk A
T <
. J

Cryptographic Service Provider

Amrita Roy Chowdhury, Chenghong Wang, Xi He, Ashwin Machanavajjhala, and Somesh Jha.
Crypte: Crypto-assisted differential privacy on untrusted servers. SIGMOD 2020
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CRYPTe

« Crypto-assisted system that combines MPC with DP to execute database
queries over data collected from multiple data owners

* Achieves strong accuracy guarantees without requiring data owners to
upload private data to a central trusted data collector

* Ensures privacy through DP

A
* Improves accuracy through MPC ccuracy
* Requires expensive MPC computation Compute
: . : Speed
* Only supports linear, aggregate queries Privacy
Data Privacy

Amrita Roy Chowdhury, Chenghong Wang, Xi He, Ashwin Machanavajjhala, and Somesh Jha.
Crypte: Crypto-assisted differential privacy on untrusted servers. SIGMOD 2020



Part 3: Open Challenges



Growing Databases

» Additional leakages: Update pattern.

* Revealing exact update pattern could lead
to privacy breach.

* Require further countermeasures that
hides update pattern.
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Real-world Privacy Breach

/ . Secure Outsourced DB
P -

7/

/

, Backup
| \ Encrypted Backup
° I A : [oT Event Encrypted
_Zv \ IoT Sensor,' [IoT Event
\
\ / -~ T T~
/ 7 S
i -~ ad +° N
== / \
1 \
| A |
! IoT Sensor,
\\ ,
\ , /
S o _

IoT Sensor: WiFi access point, smart light bulb, population counter, etc.
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Real-world Privacy Breach

10 10
Floor 3 A A A
Sensor-31 Sensor-32 Sensor-33
= Backup 7:05AM
20
A Backup 7:15AM
° Floor 2 Sensor-21 Sensor-22 P
3" Backup 7:25AM
7:00AM Floor 1 A - A ° A
Sensor-11 Sensor-12 Sensor-13

. T !

Average walking time (minutes)
_ Walking distance
~ Average walking speed

The person went to Floor 3
(Location privacy breach)




Real-world Privacy Breach

* The event time is strongly tied with the
backup time (database update time).

* An adversary can breach privacy by using
the timing information of updates.

 This type of attack generalizes to any
event-driven update where the event time
is tied to the data upload time.

« SIGMOD21 paper: DP-5ync



Transactions

* Additional requirements (ACID)



Query Interfaces

* Additional user parameters (e.g., privacy
budget, algorithm selection)

* Requires deep DP and MPC knowledge on
the part of clients



Floating Point Support

« With MPC, doable but slow

* With DP, many attacks on floating point
implementations



